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The experimental charge density distribution in crystalline 9-ethynyl-9-fluorenol has been determined in a
refinement of a pseudo-atomic multipolar expansion (Hansen-Coppens formalism) against extensive low-
temperature (T ) 100 K) single-crystal X-ray diffraction data and compared with a selection of theoretical
DFT calculations on the same complex. The molecule crystallizes in the centrosymmetric space groupC2/c
with two independent molecules in the asymmetric unit. A range of multipole models of varying complexity
were tested and found to describe the observed intensities almost equally well in terms of the usual residual
values presented; however, the resulting total density distributions and derived properties, such as atomic
charges and molecular electrostatic potentials, showed significant differences and it is emphasized that care
has to be taken when parameters used for the refinements are selected. In addition to the two medium-
strength OsH---O hydrogen bonds, which are found to differ between molecules, the crystal structure exhibits
a large array of weak intermolecular hydrogen bonds. These are assessed using a topological analysis of the
electron density distribution based on Bader’s theory of atoms in molecules. Two discrete groups of hydrogen
bonds emerge that could only partly be differentiated using conventional structural crystallography.

Introduction

One of the major advantages of experimental charge density
(CD) studies is the unique opportunity it offers to study the
influence of such elusive phenomena as crystal field and electron
correlation effects on the molecular electron density distribution
(EDD).1 These remain exceedingly computationally expensive
to include in theoretical calculations whereas they are implicitly
accounted for in the X-ray diffraction intensities. As such, as
the electron density is a physical observable, the experimental
description of the EDD may appear more rigorous than the
theoretical.

Several procedures to obtain quantitative measures for the
crystal field effects exist; for instance, can comparative studies
of the charge density distribution in different polymorphic forms
of a molecule highlight the influence of slightly different en-
vironments?2 However, this approach depends on the successful
elimination of systematic errors from independent experiments,
which can prove a difficult task. Another method is the study
of systems with two crystallographically different molecules
coexisting in a crystal structure, i.e., when the crystallographic
numberZ′ is 2 (subsequently calledZ2 compounds). EDD stud-
ies of suchZ2 compounds are very rare,3 and in the majority
most of these studies the approach has been to treat the different
molecular densities as identical. However, it is commonly ob-
served that the two different molecules exhibit quite substantial
differences in thermal motion,4 indicating that the crystal fields
experienced by each molecule are dissimilar, and the degree to
which this may perturb the molecular densities remains unre-
solved.

Additionally, the concept of transferability of multipole par-
ameters has in recent years been examined theoretically5 as well
as experimentally.6 The idea of transferability revolves around
the view that the multipole parameters applied in the description

of the EDD of a particular chemical entity remain constant over
a range of different chemical environments. In principle, this
means that crystal field effects are considered negligible, which
remains a valid assumption only in certain cases.

In this study, the experimental charge density distribution of
the Z2 compound 9-ethynyl-9-fluorenol (1) is reported and
compared to high-level theoretical results. The main emphasis
of the current paper is on the potential of the multipole
description to model the crystallographically dissimilar mol-
ecules in an independent manner. The structure of compound
1, Figure 1, has previously been determined7 and it was shown
to contain a number of weak CsH---π interactions. These weak
hydrogen bonds have in recent years received tremendous
interest and have been proposed to play a major role in
molecular recognition processes and in the control of crystal
growth.8 Therefore, part of the aim of the present study is to
examine this class of weak hydrogen bonds using the charge
density approach.

Experimental Section

Single-Crystal X-ray Diffraction Data Collection and
Reduction. A suitable single crystal of 9-ethynyl-9-fluorenol
was chosen directly from a commercial batch from Sigma-
Aldrich. The crystal was mounted on a Bruker SMART 1000
CCD based diffractometer and cooled to 100(2) K using an
Oxford Cryostream liquid N2 device. Six different sets of data
were collected usingω-scans of 0.3° to ensure maximum
coverage of the reciprocal space to a resolution corresponding
to 1.04 Å-1. A total of 77 536 intensities were obtained by
integration using the SAINT+ program.9 An analytical absorp-
tion correction was applied to the intensities prior to averaging
and outlier rejection with the program SORTAV,10 which gave
20 334 unique reflections with an average redundancy of 3.8
and an internal agreement of the data of 2.7%. The completeness
of the diffraction data was 97.1%.

Refinement Strategies.The structure of1 was solved from
direct methods using the program SHELXS.11 The positional
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and thermal parameters and a scale factor were refined to
convergence using the IAM model using SHELXL-9711 (R(F2)
) 0.047). This model was imported into the multipole refine-
ment program XD,12 which is based on the pseudoatomic
description of the aspherical electron density suggested by
Hansen and Coppens.13 In this particular framework, the atomic
density is described by two spherical contributions, the core
density and the valence density, in addition to an aspherical
part which outlines the deviation from sphericity of the atomic
valence electrons. The core electrons are distinct from the
valence electrons in the fact that the latter can be transferred
between atoms, thus accounting for the charge transfer within
the molecule. Furthermore, the radial distribution of the valence
electrons can be refined during the least-squares procedure. The
aspherical electron density is described by a set of atom-centered
multipole functions similar in appearance to atomic orbital
functions, differing only by their normalization. Hartree-Fock
wave functions14 expanded over Slater-type basis functions were
used to calculate the density for the two spherical density
contributions, whereas simple Slater functions were used to
describe the aspherical deformation density.

An initial high-order (HO) refinement (sinθ/λ > 0.7 Å-1)
was performed to determine the best positional and thermal
parameters. The hydrogen atoms were in all refinements posi-
tioned so that the XsH bond distances corresponded to tabulated
values from neutron diffraction studies.15 The intention of this
study is partly to examine the capabilities of an experimental
charge density experiment in determining the small differences
between two crystallographically different molecules in the
asymmetric unit. For this purpose, four models (models I-IV)
were created imposing different levels of constraints on the
multipole parameters. Common to all models were three groups
of hydrogens, ethynyl H, OsH and CsH, each group assigned
one monopole and one bond directed dipole. Noncrystallo-
graphic mirror symmetry in the molecular planes was imposed
in all models. Furthermore, an electroneutrality constraint
prevented any intermolecular charge transfer. In model I, no
constraints were imposed on either of the two molecules in1
(hereafter called A and B). Model II treated the two molecules
A and B as identical. In model III, a noncrystallographic mirror-
plane was imposed perpendicular to each molecule, such that
the following pairs of atoms had identical multipoles: C9s
C10, C8sC11, C7sC12, C6sC13, C5sC14, and C4sC15.
However, the two molecules remained completely independent.

Finally, model IV was a combination of models II and III. Thus,
the two molecules A and B are identical in model IV, as well
as the two halves of both A and B. This approach reduces the
number of multipole parameters involved to approximately one-
fourth of the number employed in model I.

All multipole refinements were started from the same starting
structure and carried out to convergence in a stepwise manner.
This means that each level of multipole parameters was refined
to convergence before the next level was introduced in the
refinements. The final models included separateκ-sets for O,
C(sp), C(sp2), C(sp3), and H.κ′′ values, which were refined in
separate cycles, were constrained to remain similar for all values
of l. The final refinements included all structural, thermal, and
multipole parameters and resulted in the following agreement
factors: R(F2) ) 0.034/0.035/0.035/0.034 andRw(F2) ) 0.045/
0.047/0.047/0.049 for models I/II/III/IV, respectively.

The Hirshfeld rigid bond test16 of the initial HO refinement
led to an average difference of mean square displacement
amplitudes〈∆A-B〉) for the 36 bonds in1 (not including bonds
to the hydrogens) of 2.9× 10-4 Å2, with the largest value being
14 × 10-4 Å2 for the C(3)sC(4) bond in molecule B. This
strongly indicates that the atomic thermal vibrations have already
been almost absolutely accounted for using the IAM model,
and only small improvements are found upon refinement of the
aspherical EDD. Thus, the final〈∆A-B〉 values are (2.9-3.2)
× 10-4 Å2 for the four refinements. All four models agree that
the largest discrepancy remains in molecule B.

Further experimental details are given in Table 1 and in the
Supporting Information. The molecule is shown in Figure 1 with
thermal probability ellipsoids taken from model I. The residual
density map for molecule A from model I is shown in Figure
2.

Molecular Orbital Calculations. Two gas-phase DFT
calculations were performed with the GAUSSIAN98 program
package17 at the 6-311++G** level of theory, using the using
the three parameter hybrid exchange functional of Becke in

Figure 1. ORTEP drawing of molecule A based on model I, showing
50% probability ellipsoids. Hydrogen atoms (not labeled) are shown
as circles.

TABLE 1: Crystallographic Details

chemical formula [C15H10O]2
chemical formula weight 416.49
crystal system, space group monoclinic,C2/c
a (Å) 28.0503(10)
b (Å) 8.5232(3)
c (Å) 22.6161(8)
â (deg) 124.742(1)
V (Å-3) 4443.1(4)
Z 8
Dx (Mg m-3) 1.245
radiation type,λ (Å) Mo KR, 0.7107
no. of reflections for cell refinement 10271
θ range (deg) 2.191-47.282
µ (mm-1) 0.08
temperature (K) 100(2)
crystal form, color rectangular block, colorless
crystal size (mm) 0.25× 0.28× 0.48
absorption correction analytical
Tmin, Tmax 0.969, 0.983
no. of measured reflections 77536
no. of independent reflections 20334
no. of observed reflections 15049
criterion for observed reflections I > 2σ(I)
Rint 0.027
θmax 47.728
completeness (%) 97.1
range ofh, k, l -58 f +57

0 f 17
0 f 45

extinction method Gaussian isotropic
extinction coefficient 0.12(2)
residuals see text
no. of parameters 674/554/480/447
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combination with the gradient corrected exchange-correlation
potential of Lee, Yang, and Parr (B3LYP).18 The first calculation
included an optimization of one molecule of 9-ethynyl-9-
fluorenol, whereas the other calculation consisted of a single
point calculation of the two molecules A and B in the
experimental geometry, obtained from model I. A third calcula-
tion focused on the central intermolecular OsH---O hydrogen
bonding involving four different molecules (tetramer). Thus, a
single-point calculation of the four involved molecules was
carried out using a lower level of theory (B3LYP/6-31+G(d,p)).
The AIMPAC suite of programs19 was used for the topological
analysis of all theoretical wave functions. Calculations were
performed on a Silicon Graphics ORIGIN2400 computer
[reference: http://www.ac3.com.au/sgi-origin-2400.htm] and on
the UKCCF’s central Columbus facility.

Results and Discussion

Structural Comparisons. With the result of the Hirshfeld
rigid bond test that the smallest value for〈∆A-B〉 is found in
model I, the bond distances listed in Table 2 are from this model.
However, the bond lengths from the other models are nearly
identical, the largest deviation is in the C(12B)sC(13B) bond,
which is 0.003 Å longer in model I. On average, the differences
in bond lengths between different models are slightly larger for
molecule B than for A. However, these differences are only
significant on a 3σ-criterion for the aforementioned C(12B)s
C(13B) bond. The listed bond distances are significantly dif-
ferent from the previously published geometry of1 by Steiner
et al.7

The title molecule is composed of two similar halves, and
Table 2 is therefore formatted such that corresponding bonds
from separate halves of the molecule are listed in pairs, with
the exception of the four first lines, which represent the only
unique bonds in1; see also Figure 1. The fourth column in
Table 2, outlining the differences between identical bonds in A

and B, respectively, shows a large spread of values, compared
to the esds on the individual bond distances. However, the
differences add up to only 0.0010 Å, which indicates that the
sum of bond distance in the two molecules A and B is almost
constant. Surprisingly, the differences between the two sides
of the molecule in both molecules A and B clearly suggest that
the sum of bond distances is not conserved within the molecule.
In molecule B this difference is as large as 0.0177 Å, whereas
it is less pronounced in molecule A (0.0055 Å). Table 2 also
gives the bond distances (column 6) from the theoretically
optimized structure of one molecule of 9-ethynyl-9-fluorenol.
Column 7 gives the difference of this value and the average
experimental bond length in the two independent molecules
(column 5). From the differences given in columns 5 and 6
(averages are 0.0116 and 0.0015 Å, respectively) it appears that
theory predicts the two halves of 9-ethynyl-9-fluorenol to have
more similar bond distances than found experimentally. The
only exception to this observation is the two bonds, C(3)sC(4)
and C(3)sC(15), which have clearly different lengths in the
theoretical calculation. This is probably explained by the
different environments near C(4) and C(15) caused by the two
different functional groups bonded to C(3) out of the ring plane,
i.e., the hydroxyl group and the ethynyl group.

Charge Distribution. The charge density distribution pro-
vides another quantitative measure of the crystal field effect,
which is perhaps more interesting than the purely structural
differences treated in the previous section. In particular, a
topological analysis of the charge density using the atoms in
molecules (AIM) approach20 is ideally suited to this purpose.
This analysis results in a set of bond critical points (bcps) that
can be used to gain detailed information concerning the
interatomic bonds. To analyze the electronic differences between
the two molecules, selected topological indices evaluated at the
bcps for models I-IV, as well as the results for the theoretically
optimized (OPT) monomer and the single-point (SP) dimer, are
given in Tables 3 and 4.

Several trends can be inferred from Tables 3 and 4. The elec-
tron density at the bcp is clearly underestimated in the theoretical
calculations, whereas the value of the Laplacian is more negative
from theory. This feature has been observed before.21 This var-
iation is more pronounced in the polar bonds than in the less
polar bonds and manifests itself in a different position of the
bcp, for instance in the O(1)sC(3) bond, where the experimen-
tal bcp is found 0.06 Å closer to O(1) than the theoretical bcp.

As the geometries of the two different molecules A and B
are slightly different, as shown in the previous section, it is
necessary to consider the effect this may have on the charge
distribution. Table 3 therefore also contains the results of the
topological analysis of model II, which uses identical multipoles
for the two different molecules; hence the topological variations
for this model originates chiefly in the geometrical differences.
Thus, an estimate of the maximum deviation due to structural
discrepancies between A and B are 0.02 e Å-3 in Fbcp, 0.6 e
Å-5 in ∇2Fbcp, and 0.003 Å in the position of the bcp. However,
examining the topological analysis for models I and III (which
do not constrain the molecules to be identical) reveals signifi-
cantly larger deviations in equivalent bonds in A and B. The
largest deviation inFbcp is 0.07 e Å-3 whereas the differences
in the∇2Fbcp are as large as 3.0 e Å-5. Nevertheless, by far the
most noticeable differences between A and B lie in the positions
of the bcps. In 10 of the 13 bonds involving sp2-hybridized
carbon atoms in each molecule (the three exceptions being the
bonds: C(8)sC(9), C(13)sC(14), and C(14)sC(15)), there is
a fundamental difference involving a shift of the bcp from a

TABLE 2: Comparison of Bond Distances in 1a

bond exp(A) exp(B) 104δexp 〈exp〉 theory
104(〈exp〉 -

theo)

O(1)-C(3) 1.4337(5) 1.4309(5) 28 1.4323 1.4385 -62
C(1)-C(2) 1.2058(5) 1.2062(5) -4 1.2060 1.2028 32
C(2)-C(3) 1.4731(5) 1.4705(5) 26 1.4718 1.4694 24
C(9)-C(10) 1.4693(5) 1.4689(6) 4 1.4691 1.4717 -26
C(3)-C(4) 1.5265(4) 1.5261(5) 4 1.5263 1.5296 -33
C(3)-C(15) 1.5297(5) 1.5290(5) 7 1.5294 1.5363 -69

-32 -29 -31 33
C(4)-C(5) 1.3860(5) 1.3894(5) -34 1.3877 1.3843 34
C(14)-C(15) 1.3841(5) 1.3873(6) -32 1.3857 1.3850 7

19 21 20 -7
C(4)-C(9) 1.4032(5) 1.3985(5) 47 1.4009 1.4023 -14
C(10)-C(15) 1.4032(4) 1.4078(6) -46 1.4055 1.4035 20

0 -93 -46 -12
C(5)-C(6) 1.4032(6) 1.3994(6) 38 1.4013 1.3982 31
C(13)-C(14) 1.3995(6) 1.4001(9) -6 1.3998 1.3987 11

37 -7 15 -5
C(6)-C(7) 1.3985(6) 1.3986(10) -1 1.3986 1.3966 20
C(12)-C(13) 1.3981(6) 1.4108(14)-127 1.4045 1.3960 85

64 -122 -59 6
C(7)-C(8) 1.3971(6) 1.3989(10) -18 1.3980 1.3960 20
C(11)-C(12) 1.4018(6) 1.3975(11) 43 1.3997 1.3963 34

-47 14 -17 -3
C(8)-C(9) 1.3926(5) 1.3933(6) -7 1.3930 1.3932 -2
C(10)-C(11) 1.3962(5) 1.3894(6) 68 1.3928 1.3929 -1

-36 39 2 3
av values -10

-55 -177 -116 15

a The experimental values are taken from model I. Integer values in
columns 2, 3, 5, and 6 represent the differences between the two bond
distances directly above. All values are given in Å, and all differences
are multiplied by 104.
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position closer to one atom in molecule A to a position closer
to the other atom in molecule B. These differences in the
positions of the bcps are not correlated to any differences in
other properties of the density or to the bond distances. The
reason for this change in the behavior of the EDD could reflect
differences in the electronic delocalization within the two
molecules. The fact that constrained multipole models that do
not allow for such differences to occur are able to describe the
EDD equally well (in terms of residual density) underlines the
importance of including additional measures to supplement
residual factors in the assessment of models. These methods
could include topological analysis and mapping of the total
charge density and its derivative.

The integration of atomic charges within the atomic basins
as defined by the zero-flux surfaces of the density may provide
additional insight into the consequences of the above-mentioned
charge redistribution. Table 5 lists this property for the four
different refinements calculated from the multipole models using
the program TOPXD.22

The atomic charges for all refinements add up to neutral
molecules within 0.04 e-. The most conspicuous result in Table
5 is the consistently highly charged hydrogen atom H(1O),
which has lost around 70% of its only electron. It is also
noteworthy that there is a significant spread in the atomic
charges of the other hydrogen atoms. Models II and III have
hydrogen atomic charges+0.15 higher than models I and IV
for both the ethynyl hydrogen and the eight aromatic carbon-
bonded hydrogens. This corresponds well with an average excess
negative charges of-0.09 e- on the twelve aromatic carbon
atoms (C(4) to C(15)) in models II and III. It is interesting to
compare the two molecules (A and B) in refinement I to estimate

the influence of the altered density distribution. Considering
first C(9) and C(10), we observe that they carry virtually
identical charges in both molecules in model I. This occurs
despite the highly significant difference between A and B in
the position of their shared bcp and is explained by a
simultaneous change in the position of the bcps in the other
bonds in which C(9) and C(10) take part to oppose the effect.
Second, if we consider C(5) and C(8) in model I, we find that
they possess atomic charges differing more than 0.1 e-. In A,
C(5) is positive and C(8) is negative whereas exactly the
opposite is the situation in B. The same trend can be found for
C(11) and C(14), although the values here may not be
significant. This testifies of a variation in delocalization within
the aromatic system that disappears upon the implementation
of chemical constraints in the refinement procedure.

In summary, we observe that the variation in crystal field
may be responsible for a significant change in the molecular
charge distribution. The difference in the molecular EDDs can
be represented by the electrostatic potential calculated separately
for molecule A (Figure 3a) and B (Figure 3b) using model I. In
the close proximity of the molecule, the ESPs look identical.
However, further away from the molecule there appears to be
some asymmetry in molecule B, which is not present for
molecule A.

Hydrogen Bonding and the Charge Density.In the previous
section differences between the EDD in the different models
were established. However, these differences do not pertain to
the intermolecular interaction in any significant extent and the
remainder of this paper uses results from model I. Compound
1 offers the opportunity to study HBs covering a large range of
bond strengths. There are medium-strength OsH---O HBs as

TABLE 3: Total Electron Density ( Gbcp) and Laplacian Values (-∇2Gbcp) at the bcps in the Non-H Containing Bondsa

Fbcp (e Å-3) -∇2Fbcp (e Å-5)

bond I II III IV SP OPT I II III IV Sp OPT

O(1)-C(3) 1.80 1.82 1.81 1.82 1.72 1.69 6.8 7.1 6.6 7.1 14.1 13.4
1.86 1.83 1.85 1.83 1.70 8.1 7.4 7.3 7.4 12.6

C(1)-C(2) 3.03 3.00 3.02 2.99 2.72 2.74 25.6 25.5 25.7 24.8 28.5 28.9
3.01 3.00 2.98 3.00 2.72 26.3 25.5 25.0 24.9 28.5

C(2)-C(3) 1.90 1.86 1.89 1.86 1.79 1.80 10.8 10.7 10.8 10.7 16.3 16.6
1.85 1.87 1.85 1.87 1.80 10.6 10.8 10.6 10.8 16.4

C(3)-C(4) 1.70 1.71 1.70 1.71 1.69 1.68 8.5 9.0 9.1 9.2 14.2 14.0
1.74 1.72 1.74 1.72 1.69 9.3 9.1 9.5 9.3 14.1

C(3)-C(15) 1.71 1.71 1.70 1.70 1.68 1.66 9.1 9.4 8.9 9.1 13.9 13.5
1.71 1.71 1.72 1.70 1.68 9.5 9.3 9.6 9.1 13.9

C(4)-C(5) 2.26 2.25 2.27 2.27 2.11 2.11 18.7 18.5 19.4 19.0 21.2 21.3
2.26 2.25 2.29 2.26 2.10 17.9 18.3 19.1 18.8 20.9

C(4)-C(9) 2.15 2.18 2.19 2.18 2.08 2.08 16.2 17.2 17.5 16.8 20.5 20.5
2.22 2.20 2.22 2.19 2.09 18.3 17.4 17.5 17.1 20.6

C(5)-C(6) 2.17 2.18 2.19 2.18 2.05 2.06 16.6 17.0 17.2 16.8 20.1 20.4
2.16 2.18 2.17 2.18 2.06 16.9 17.1 17.0 17.0 20.3

C(6)-C(7) 2.24 2.25 2.23 2.23 2.07 2.07 19.6 19.3 19.0 18.4 20.4 20.6
2.23 2.25 2.23 2.23 2.08 18.2 19.4 17.8 18.5 20.7

C(7)-C(8) 2.21 2.20 2.22 2.21 2.07 2.07 18.7 18.3 18.7 17.9 20.4 20.5
2.16 2.21 2.22 2.21 2.06 15.7 18.3 17.5 17.9 20.3

C(8)-C(9) 2.19 2.21 2.21 2.21 2.09 2.08 17.1 17.8 17.8 17.7 20.9 20.7
2.21 2.21 2.23 2.22 2.08 17.7 17.9 18.2 17.7 20.8

C(9)-C(10) 1.85 1.88 1.88 1.88 1.82 1.81 11.3 12.1 12.2 12.2 16.4 16.2
1.90 1.88 1.93 1.88 1.82 12.5 12.2 13.6 12.2 16.4

C(10)-C(11) 2.21 2.22 2.20 2.20 2.07 2.08 17.8 18.0 17.6 17.5 20.5 20.8
2.26 2.24 2.24 2.22 2.09 18.5 18.3 18.3 17.8 20.9

C(10)-C(15) 2.21 2.19 2.19 2.18 2.08 2.08 17.6 16.7 17.5 16.9 20.4 20.4
2.16 2.18 2.20 2.18 2.07 14.8 16.6 17.1 16.8 20.2

C(11)-C(12) 2.20 2.22 2.20 2.19 2.05 2.07 18.1 18.4 18.3 17.5 20.0 20.5
2.21 2.24 2.23 2.21 2.08 17.3 19.0 17.5 18.0 20.6

C(12)-C(13) 2.23 2.24 2.23 2.23 2.07 2.08 18.6 19.1 19.0 18.5 20.4 20.6
2.26 2.22 2.20 2.21 2.03 18.7 18.6 17.3 18.0 19.6

C(13)-C(14) 2.23 2.21 2.20 2.18 2.07 2.06 18.4 18.5 17.4 17.0 20.4 20.3
2.21 2.21 2.17 2.18 2.05 18.3 18.5 17.0 17.0 20.0

C(14)-C(15) 2.29 2.31 2.27 2.27 2.12 2.11 20.1 20.7 19.5 19.1 21.3 21.1
2.34 2.30 2.29 2.26 2.10 20.5 20.4 19.1 18.8 20.9

a For each bond, first line gives values from molecule A, and second line vlaues from molecule B. Standard uncertainties have been omitted from
the table for clarity. They are closely scattered around 0.02 e Å-3 (Fbcp) and 0.05 e Å-5 (∇2Fbcp).
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well as significantly weaker CsH---O and CsH---π HBs. The
previous study of1 was mainly aimed at the investigation of
the alkyne CtCsH---π interaction in a structural sense;7

however, the present study was undertaken to carry out a more
elaborate description of the entire range of HBs available in
compound1. The geometries and the results of the topological
analyses of the XsH---O HBs are given in Table 6.

Using a semiempirical relation between energy densities and
topological indices, proposed by Abramov23 to be valid in the
interatomic regions for mainly electrostatic interactions such
as hydrogen bonds and metal-ligand interactions, we have also

estimated the potential and total energy density in Table 6. The
relative sizes of V for the two HBs support the view from the
geometry (shorter H---O distance) and topology (higher density
at the bcp), that the first HB is the stronger of the two Os
H---O HBs. Additionally, Espinosa et al.24 established a
correlation between the theoretically calculated hydrogen bond
energies and their corresponding potential energy densities and
we have applied this here to estimate the hydrogen bond
energies,E, in Table 6. This shows again the higher strength
of the first HB. Furthermore, it is obvious that the OsH---O
HBs are an order of magnitude stronger than the CsH---O HB.

The hydrogen atoms in the OsH---O HBs are directed toward
the electronic lone pairs on the acceptor oxygen atom, as is
illustrated with the Laplacian plot shown in Figure 4. Hibbs et

TABLE 4: Distance from First (1) and Second Atom (2) to Their Shared Bond Critical Pointa

d1-bcp (Å) d2-bcp (Å)

bond I II III SP OPT I II III III IV SP OPT

O(1)-C(3) 0.830 0.826 0.827 0.825 0.900 0.907 0.604 0.609 0.607 0.609 0.534 0.532
0.822 0.825 0.821 0.824 0.913 0.609 0.606 0.610 0.606 0.518

C(1)-C(2) 0.635 0.643 0.640 0.644 0.590 0.589 0.570 0.562 0.565 0.562 0.616 0.613
0.643 0.643 0.648 0.644 0.591 0.562 0.562 0.558 0.562 0.615

C(2)-C(3) 0.753 0.753 0.757 0.752 0.775 0.771 0.720 0.720 0.716 0.721 0.698 0.698
0.747 0.751 0.752 0.751 0.770 0.723 0.719 0.719 0.719 0.701

C(3)-C(4) 0.768 0.762 0.759 0.764 0.775 0.781 0.759 0.765 0.767 0.763 0.752 0.749
0.762 0.762 0.762 0.764 0.781 0.764 0.764 0.764 0.762 0.745

C(3)-C(15) 0.766 0.768 0.763 0.765 0.772 0.778 0.765 0.762 0.767 0.765 0.758 0.759
0.774 0.768 0.761 0.766 0.778 0.755 0.762 0.769 0.765 0.752

C(4)-C(5) 0.706 0.691 0.706 0.698 0.700 0.701 0.680 0.695 0.680 0.688 0.685 0.683
0.664 0.692 0.700 0.698 0.703 0.725 0.696 0.688 0.689 0.685

C(4)-C(9) 0.685 0.699 0.696 0.700 0.702 0.702 0.718 0.704 0.707 0.704 0.701 0.700
0.708 0.697 0.702 0.698 0.702 0.690 0.702 0.699 0.702 0.698

C(5)-C(6) 0.679 0.689 0.699 0.704 0.702 0.701 0.724 0.714 0.704 0.698 0.700 0.697
0.712 0.687 0.711 0.703 0.702 0.687 0.713 0.689 0.697 0.697

C(6)-C(7) 0.648 0.667 0.671 0.684 0.697 0.697 0.750 0.732 0.727 0.716 0.701 0.700
0.726 0.667 0.711 0.683 0.695 0.675 0.731 0.689 0.715 0.700

C(7)-C(8) 0.672 0.706 0.698 0.701 0.698 0.697 0.725 0.691 0.699 0.697 0.700 0.700
0.780 0.706 0.706 0.701 0.697 0.618 0.691 0.692 0.697 0.701

C(8)-C(9) 0.696 0.697 0.698 0.699 0.688 0.688 0.696 0.696 0.695 0.694 0.704 0.706
0.701 0.697 0.690 0.698 0.686 0.693 0.696 0.703 0.694 0.707

C(9)-C(10) 0.730 0.753 0.735 0.735 0.735 0.735 0.741 0.717 0.735 0.735 0.736 0.737
0.800 0.753 0.735 0.735 0.735 0.670 0.717 0.735 0.735 0.735

C(10)-C(11) 0.682 0.689 0.696 0.696 0.706 0.705 0.714 0.707 0.699 0.700 0.690 0.688
0.696 0.687 0.702 0.694 0.704 0.694 0.705 0.689 0.698 0.687

C(10)-C(15) 0.698 0.704 0.707 0.704 0.701 0.700 0.705 0.701 0.696 0.700 0.702 0.704
0.719 0.705 0.701 0.705 0.701 0.690 0.702 0.705 0.700 0.705

C(11)-C(12) 0.680 0.707 0.701 0.699 0.702 0.699 0.721 0.695 0.700 0.703 0.700 0.696
0.780 0.704 0.692 0.696 0.698 0.619 0.692 0.706 0.700 0.696

C(12)-C(13) 0.693 0.696 0.726 0.715 0.701 0.698 0.704 0.702 0.671 0.683 0.697 0.697
0.716 0.700 0.692 0.718 0.704 0.697 0.705 0.714 0.686 0.704

C(13)-C(14) 0.669 0.679 0.702 0.697 0.698 0.696 0.730 0.720 0.697 0.703 0.699 0.703
0.693 0.679 0.688 0.697 0.697 0.706 0.720 0.710 0.703 0.704

C(14)-C(15) 0.692 0.682 0.679 0.688 0.685 0.686 0.692 0.702 0.705 0.697 0.699 0.699
0.670 0.684 0.688 0.690 0.686 0.717 0.703 0.700 0.699 0.702

a For each bond, the first line gives values from molecule A, and second line values from molecule B.

TABLE 5: Atomic Charges

atom q(Ω),IA q(Ω),IB q(Ω),II q(Ω),IIIA q(Ω),IIIB q(Ω),IV

O(1) -1.53 -1.41 -1.45 -1.50 -1.41 -1.45
C(1) -0.29 -0.30 -0.41 -0.38 -0.43 -0.30
C(2) -0.12 -0.07 -0.13 -0.17 -0.07 -0.09
C(3) +0.35 +0.40 +0.39 +0.38 +0.41 +0.39
C(4) -0.08 -0.07 -0.08 -0.12 -0.14 -0.06
C(5) +0.03 -0.11 -0.17 -0.11 -0.20 -0.06
C(6) +0.04 -0.05 -0.15 -0.14 -0.17 -0.03
C(7) +0.07 +0.04 -0.11 -0.12 -0.07 -0.01
C(8) -0.12 +0.01 -0.22 -0.23 -0.18 -0.10
C(9) -0.02 -0.03 -0.03 -0.04 -0.04 -0.01
C(10) +0.03 +0.01 +0.01 -0.04 -0.05 -0.00
C(11) -0.08 -0.16 -0.25 -0.22 -0.17 -0.10
C(12) +0.01 +0.05 -0.14 -0.12 -0.06 -0.01
C(13) -0.01 +0.02 -0.17 -0.14 -0.16 -0.04
C(14) -0.07 -0.04 -0.20 -0.12 -0.20 -0.06
C(15) -0.03 -0.12 -0.06 -0.10 -0.16 -0.06
H(1O) +0.75 +0.64 +0.67 +0.72 +0.61 +0.70
H(1) +0.31 +0.28 +0.44 +0.43 +0.46 +0.29
H(5) +0.10 +0.11 +0.26 +0.25 +0.26 +0.13
H(6) +0.10 +0.12 +0.26 +0.26 +0.25 +0.12
H(7) +0.07 +0.09 +0.24 +0.24 +0.25 +0.11
H(8) +0.10 +0.14 +0.26 +0.25 +0.26 +0.13
H(11) +0.10 +0.11 +0.26 +0.26 +0.27 +0.13
H(12) +0.09 +0.13 +0.26 +0.24 +0.25 +0.11
H(13) +0.10 +0.11 +0.26 +0.26 +0.26 +0.12
H(14) +0.09 +0.11 +0.25 +0.25 +0.26 +0.12

Figure 2. Residual density map of molecule A in model I. Positive
and negative contours are shown with solid and dashed lines,
respectively, at a contour interval of(0.10 e Å-3. Labels as in Figure
1.
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al.25 have previously experimentally studied the concept of
directionality between hydrogen bond and lone pairs. As an
extension to this study the lone pair positions of the O(1A) and
O(1B) were located. The CdO---H angles are 135.7 and 132.5°
for the two HBs, respectively. However, in agreement with the
findings in ref 25, the lone pair positions are not on the line of
interaction between the acceptor oxygen and the hydrogen, as
the CdO---LP angles are 115.7 and 123.0°.

The results for the CsH---π HBs are given in Table 7. One
conspicuous observation in this table is the existence of bcps

in a significant number of CsH---π interactions. The positions
of the bcps in the crystal structure are shown in Figure 5.

Table 7 suggests the existence of two different types of Cs
H---π interactions. The seven HBs can be grouped in two
classes, the first four separately from the three last HBs. The
characteristics of the first group are a distance from H to the
acceptor atom of 2.6 Å and a Laplacian close to 0.6 e Å-5. The
second group consists of longer interactions, 2.8-2.9 Å, and a
Laplacian smaller than 0.4 e Å-5. However, considering the
value of the density at the critical point,Fbcp, the differences
are within standard errors. Thus,Fbcp appears to be too crude a
measure to distinguish between types of hydrogen bonds. It is
worth noticing that the CtCsH group acts as both a donor
and an acceptor. The trace of the bond paths in these hydrogen
bonds shows considerable differences, with the bcp displaced
away from the straight line between the two atoms; instead, it
is displaced toward the closest neighboring atom in the donor
molecule. The considerable curvature of the bond path suggests
that the acceptor atom is not just one atom, but theπ-density
in the aromatic ring. In fact, this situation occurs for all HBs
but the ones with the ethynyl group in the role of the acceptor
group, that is, interactions 1-3 and 5-6 in Table 7. For
graphical representations of bond paths, see the Supporting
Information.

Intermolecular Interaction Energies. Recently, the experi-
mental charge density approach (ECDA) has been shown to
lead to reasonable results for the intermolecular interaction
energies,Eint.26 The ECDA approach is based on an evaluation
of the electrostatic intermolecular interaction energy,27 which
in principle includes the crystal effects such as polarization,
intramolecular charge transfer and electron correlation. For1,
the calculation ofEint gives -63.5(90) kJ mol-1. This lattice
energy is constituted of a significant amount of dispersion energy
(-298 kJ mol-1). However, the exchange-repulsion energy (361

Figure 3. Electrostatic potential in molecule A (left) and B (right) from model I. Contours are shown at(10-6 × 1.5n e Å-1, with n ) 0, 1, 2,
..., 48, 49, 50.

TABLE 6: Hydrogen Bonds Involving Oxygena

bond D(H---O) ∠(X-H---O) Fbcp ∇2Fbcp ∠H-bcp-O d(H-bcp) V H E

O(1A)-H(1OA)---O(1B)i 1.81 162.6 0.21 3.74 175.8 0.623 -0.21 0.03 9.7
(0.22) (2.45) (-0.17)

O(1B)-H(1OB)---O(1A) 1.87 154.2 0.14 3.25 160.3 0.652 -0.13 0.05 6.0
(0.20) (2.08) (-0.15)

C(12B)-H(12B)---O(1B) 2.47 156.4 0.03 0.75 160.9 0.973 -0.01 0.01 0.5

a Distances given in Å, angles in degrees,Fbcp in e Å-3, ∇2Fbcp in e Å-5, potential (V) and total (H) energy densities in hartree bohr-3, bond
energy (E) in kcal mol-1. Topological results from the tetramer calculation are given in parentheses.

Figure 4. Experimental negative Laplacian map showing the two
intermolecular OsHsO HBs in1. Solid lines show positive contours;
negative contours are shown with dashed lines. The contour interval is
(0.001 and 2, 4, 8× 10n, (n ) -3, -2, -1, 0, 1, 2) in units of e Å-5.
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kJ mol-1) is significantly larger than the electrostatic contribu-
tions (-124 kJ mol-1), mainly due to repulsive monopole-
quadrupole energy of 163 kJ mol-1.

Conclusion

The experimental and theoretical charge density study of1
has highlighted the differences that may be anticipated between
identical molecules in slightly altered crystal fields. The
differences are shown to be of rather fundamental nature, giving
information that may be lost if too many approximations are
imposed in the process of selecting parameters for an electron
density study.

The study of the weak hydrogen bonds in the title compound
has led to a more comprehensive understanding of the hydrogen
bonds in1 compared to more straightforward structural and
spectroscopic methods, which once again illustrates the ap-
plicability of this kind of study. In particular, the finding that
the weak CsHsπ interactions group roughly in two categories
and the pronounced curvature of the bond paths represent results
that are a direct consequence of the experimental charge density
method. The stronger OsH---O hydrogen bonds are, in ac-
cordance with other experimental findings, found to exhibit less
directionality than theoretically predicted.
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